BLADYG: A novel block-centric framework for the analysis of large dynamic graphs
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ABSTRACT

Recently, distributed processing of large dynamic graphs has become very popular, especially in certain domains such as social network analysis, Web graph analysis and spatial network analysis. In this context, many distributed/parallel graph processing systems have been proposed, such as Pregel, GraphLab, and Trinity. These systems can be divided into two categories: (1) vertex-centric and (2) block-centric approaches. In vertex-centric approaches, each vertex corresponds to a process, and messages are exchanged among vertices. In block-centric approaches, the unit of computation is a block, a connected subgraph of the graph, and message exchanges occur among blocks. In this paper, we are considering the issues of scale and dynamism in the case of block-centric approaches. We present BLADYG, a block-centric framework that addresses the issue of dynamism in large-scale graphs. We present an implementation of BLADYG on top of AKKA framework. We experimentally evaluate the performance of the proposed framework.
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1. INTRODUCTION

In the last decade, the field of distributed processing of large-scale graphs has attracted considerable attention. This attention has been motivated not only by the increasing size of graph data, but also by its huge number of applications, such as the analysis of social networks [3], web graphs [1] and spatial networks [9]. In this context, many distributed/parallel graph processing systems have been proposed, such as Pregel [7], GraphLab [6], and Trinity [11]. These systems can be divided into two categories: (1) vertex-centric and (2) block-centric approaches. Vertex-centric approaches divide input graphs into partitions, and employ a "think like a vertex" programming model to support iterative graph computation [7, 12]. Each vertex corresponds to a process, and message exchanges occur among vertices. In block-centric approaches [15], the unit of computation is a block – a connected subgraph of the graph – and message exchanges occur among blocks.

In our work, we are considering the issues of scale and dynamism in the case of block-centric approaches. Particularly, we are considering big graphs known by their evolving and decentralized nature. For example, the structure of a big social network (e.g., Twitter, Facebook) changes over time (e.g., users start new relationships and communicate with different friends).

We present BLADYG, a block-centric framework that addresses the issue of dynamism in large-scale graphs. BLADYG can be used not only to compute common properties of large graphs, but also to maintain the computed properties when new edges and nodes are added or removed. The key idea is to avoid the re-computation of graph properties from scratch when the graph is updated. BLADYG limits the re-computation to a small subgraph depending on the undertaken task. We present a set of abstractions for BLADYG that can be used to design algorithms for any distributed graph task.

More specifically, our contributions are: (i) we introduce BLADYG and its computational distributed model; (ii) we present an implementation of BLADYG on top of AKKA [13], a framework for building highly concurrent, distributed, and resilient message-driven applications; (iii) we experimentally evaluate the performance of the proposed framework, by applying it to the example problem of distributed k-core decomposition of large graphs.

The rest of the paper is organized as follows. We present BLADYG in the following section. Sec. 3 presents some research problems that can be solved using BLADYG. Finally, we describe our experimental evaluation in Sec. 4.

2. THE BLADYG FRAMEWORK

Figure 1 provides an architectural overview of the BLADYG framework. BLADYG starts its computation by partitioning the input graph into multiple partitions, each of
them assigned to a different worker. Each partition/block is a connected subgraph of the input graph. This partitioning step is performed by a partitioner worker that supports several types of predefined partitioning techniques. BLADYG users may also implement their partitioning methods. It is important to mention that BLADYG allows to process large graphs that already distributed among a set of machines. This is motivated by the fact that the majority of the existing large graphs are already stored in a distributed way, either because they cannot be stored on a single machine due to their sheer size, or because they get processed and analyzed with decentralized techniques that require them to be distributed among a collection of machines. Each worker loads its block and performs both local and remote computations, after which the status of the blocks is updated. The master worked orchestrates the execution of BLADYG in order to deal with incremental changes on the input data. Depending on the graph task, the coordinator builds an execution plan which consists of an ordered list of both local and distant computation to be executed by the workers. Each worker performs two types of operations:

1. **Intra-block computation**: in this case, the worker does local computation on its associated block (partition) and modifies the status of the block.

2. **Inter-block computation**: in this case, the worker asks distant workers to do computation and after receiving the results it updates the status of its associated block.

BLADYG framework for large dynamic graph analysis operates in three computing modes:

- In **M2W-mode**, message exchanges between the master and all workers are allowed. The master uses this mode to ask a distant worker to look for candidate nodes i.e., nodes that need to be updated depending on the undertaken task. The worker uses this mode to send the set of computed candidate nodes to the master.

- In **W2W-mode**, message exchanges between workers are allowed. The workers use this mode in order to propagate the search for candidate nodes to one or more distant workers.

- In **Local-mode**, only local computation is allowed. This mode is used by the worker/master to do local computation.

A typical BLADYG computation consists of an input graph, a set of incremental changes, a sequence of worker/master operations and an output. The input of BLADYG framework is an undirected graph. Each vertex is uniquely identified by a vertex identifier and each edge is identified by a unique edge identifier and its associated vertices. Incremental changes or graph updates consists of edge/node insertions and/or removals. A worker operation is a user-defined function that is executed by one or many workers in parallel depending on the logic of the graph task. Within each worker operation, the state of the associated block is updated and all the computing modes of BLADYG are activated. Within each master operation, a user defined function that defines the orchestration mechanism of the master is executed. During a master operation Local-mode and M2W-mode are activated.

### 3. APPLICATIONS

In this section, we apply BLADYG to solve some classic graph operations such as \( k \)-core decomposition [8] and clique computation [14].

#### 3.1 Distributed \( k \)-core decomposition

Let \( G = (V, E) \) be an undirected graph with \( n = |V| \) nodes and \( m = |E| \) edges. \( G \) is partitioned into \( p \) disjoint partitions \( \{V_1, \ldots, V_p\} \); in other words, \( V = \bigcup_{i=1}^{p} V_i \) and \( V_i \cap V_j = \emptyset \) for each \( i, j \) such that \( 1 \leq i, j \leq p \) and \( i \neq j \). The task of \( k \)-core decomposition [2] is condensed in the following two definitions:

**Definition 1.** A subgraph \( G(C) \) induced by the set \( C \subseteq V \) is a \( k \)-core if and only if \( \forall u \in C : d_{G(C)}(u) \geq k \), and \( G(C) \) is maximal, i.e., for each \( \overline{C} \supset C \), there exists \( v \in \overline{C} \) such that \( d_{G(\overline{C})}(v) < k \).

**Definition 2.** A node in \( G \) is said to have coreness \( k \) (\( k_C(u) = k \)) if and only if it belongs to the \( k \)-core but not the \((k+1)\)-core.

A \( k \)-core of a graph \( G = (V, E) \) can be obtained by recursively removing all the vertices of degree less than \( k \), until all vertices in the remaining graph have degree at least \( k \). The issue of distributed \( k \)-core decomposition in dynamic graphs consists in updating the coreness of the nodes of \( G \) when new nodes/edges are added and/or removed.

BLADYG solves the problem of distributed \( k \)-core decomposition in two steps. The first step consists in executing a `workerCompute()` operation that computes the coreness inside each of the blocks. Inside a block, each vertex is associated with \( block(u), d_C(u) \) and \( k_C(u) \), denoting the block of \( u \), the degree and the coreness of \( u \) in \( G \), respectively. The second step consists in maintaining the coreness values after considering the incremental changes. Whenever a new edge \((u, v)\) is added to the graph, BLADYG first activates the M2W-mode and computes the set of candidate nodes i.e., nodes whose coreness needs to be updated. This is done by two `workerCompute()` operations inside the workers that
hold u and v. The workerCompute() operations exploit Theorem 1, first stated and demonstrated by Li, Yu and Mao [5], that identifies what are the candidate nodes that may need to be updated whenever we add an edge:

**Theorem 1.** Let G = (V, E) be a graph and (u, v) be an edge to be inserted in E, with u, v ∈ V. A node w ∈ V is said to be a candidate to be updated based on the following three cases:

- If k(u) > k(v), w is candidate if and only if w is k-reachable from u in the original graph G and k = k(u);
- If k(u) < k(v), w is candidate if and only if w is k-reachable from v in the original graph G and k = k(v);
- If k(u) = k(v), w is candidate if and only if w is k-reachable from either u and v in the original graph G and k = k(u).

A node w is k-reachable from u if w is reachable from u in the k-core of G; i.e., if there exists a path between u and w in the original graph such that all nodes in the path (including u and w) have coreness equal to k = k(u).

We notice that the executed workerCompute() operations may activate the W2W-mode since the set of nodes to be updated may span multiple blocks/partitions. The nodes identified as potential candidates are sent back to the coordinator node that orchestrates the execution and computes, by executing a masterCompute() operation, the correct coreness values of the candidate nodes.

### 3.2 Distributed maximal clique computation

Given an undirected graph G = (V, E), a clique is a subset of vertices C ⊆ V such that every vertex in C is connected to every other vertex in C by an edge in G. A clique C is called to be maximal if any proper superset of C is not a clique. The problem of maximal clique enumeration (MCE) is to compute the set M(G) of maximal cliques in G. Considering the issue of dynamism, the problem of MCE in dynamic graphs [14] consists in incrementally update the set of maximal cliques for each graph update.

BLADYG deals with the problem of MCE in dynamic graphs in the following way. Each edge of each block maintains ID(v), adj(u), Mn and Tu, which denote the identifier of u, the adjacent vertices of u, the set of maximal cliques of u and a prefix-tree such that the root of Tu is u and each root-to-leaf path represents a maximal clique in Mn, respectively. We assume that adjacency list representation of the graph G, the set V of vertices are ordered in ascending order of their IDs. We further define adj+(u) = {v : v ∈ adj(u), ID(v) < ID(u)} and adj-(u) = {v : v ∈ adj(u), ID(v) > ID(u)}. When an edge (u, v) is inserted into G, BLADYG coordinator asks workers containing u and v to update the set of maximal cliques. Each of the workers of u and v execute a workerCompute() operation in order to remove existing maximal cliques that become non-maximal and insert maximal cliques that should be inserted. An existing maximal clique C becomes non-maximal if C contains either u or v, and verifies C ⊆ (adj(u) ∩ adj(v)) ∪ {u, v} [14]. Maximal cliques that need to be added to the existing ones consists of new maximal cliques that contain u, v, w, for each w ∈ ((adj+(u) ∩ adj+(v)) ∪ {u}) [14]. When an edge (u, v) is deleted from G, BLADYG coordinator notifies workers containing the nodes u and v by the edge deletion. Workers that hold u and v execute a workerCompute() operation that deletes all the existing maximal cliques that contain both u and v, where such maximal cliques appear in Tu, where w ∈ ((adj+(u) ∩ adj+(v)) ∪ {u}) [14]. Then, we generate all new maximal cliques that contain only u or v, and insert them into Tu, where w ∈ ((adj+(u) ∩ adj+(v)) ∪ {v}) or w ∈ ((adj+(u) ∩ adj+(v)) ∪ {u}). A notification is sent to BLADYG coordinator when all the workers finish the update process.

### 4. EXPERIMENTS

We have applied BLADYG framework to the problem of distributed k-core decomposition in large dynamic graphs. We have performed a set of experiments to evaluate the effectiveness and efficiency of BLADYG framework on a number of different real and synthetic datasets.

Since the goal is to compute k-core decomposition, the characteristic properties of our datasets (shown in Table 1) are the number of nodes, edges, the diameter, the average clustering coefficient and the maximum coreness. We have used two groups of datasets: real-world ones, made available by the Stanford Large Network Dataset collection [4], and synthetic datasets, created by a graph generator based on the Nearest Neighbor model [10].

We have implemented BLADYG on top of the akka framework, a toolkit and runtime for building highly concurrent, distributed, resilient message-driven applications. In order to evaluate the performance of BLADYG, we used a cluster of 17 m3.large instances on Amazon EC2 (1 virtual 64-bit CPU, 3.75GB of main memory, 8GB local instance storage).

In order to simulate dynamism in each dataset, we consider two update scenarios. For each scenario, we measure the performance of the system to update the core numbers of all the nodes in the considered graph after insertion/deletion of a constant number of edges:

- In the inter-partition scenario, we either delete or insert 1000 random edges connecting two nodes belonging to different partitions;
- In the intra-partition scenario, we either delete or insert 1000 random edges connecting two nodes belonging to the same partition.

Table 2 illustrates the results obtained with both the real and the synthetic datasets. For each dataset, we record the average insertion time (AIT) and the average deletion time (ADT) over the 1000 insertions/deletions for both inter-partition and intra-partition scenarios. To generate the re-

---

**Table 1: Experimental data**

| Dataset      | Type       | | Nodes | | Edges | | Avg. Cc | | Max(k)|
|--------------|------------|------|--------|--------|--------|--------|--------|
| 10S2         | Synthetic  | | 6000   | | 60001  | | 4     | | 9.3008| 46    |
| ego-Facebook | Real       | | 14,807 | | 55,234 | | 8     | | 9.6809| 111   |
| com-icdm     | Real       | | 1,402,206 | | 2,746,079 | | 410 | | 9.1264| 1     |
| com-LiveJournal | Real    | | 3,977,562 | | 34,351,189 | | 17 | | 9.2845| 296   |

**Table 2: Experimental results**

| Dataset      | AIT (ms) | | ADT (ms) | |        |
|--------------|----------|------|----------|--------|
|              | inter-partition | intra-partition | inter-partition | intra-partition |
| 10S2         | 24       | | 10       | | 32     |
| ego-Facebook | 28       | | 15       | | 32     | 40    |
| com-icdm     | 30       | | 12       | | 26     | 38    |
| com-LiveJournal | 256   | | 30       | | 205    | 22    |
In the future work, we aim at studying data communications, networking and scalability of BLADYG framework with respect to the number of distributed machines.
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